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ABSTRACT

This paper introduces an adaptive time-varying signal decomposi-
tion framework with perfect reconstruction via a combination of
adaptive time-domain pre/post-processing and size-adaptive block
DCTs. We explore different methods to produce time-varying ba-
sis functions and study various properties of the transition filter
banks involved. Several criteria that could be used to select a cer-
tain set of basis functions are investigated. Promising coding gains
over those of non-adaptive decompositions in an image coding set-
ting are also presented.

1. INTRODUCTION

Most image and video codecs are based on time-invariant trans-
forms. For example, JPEG and MPEG fix the transform to the
8-point DCT. In JPEG2000, the default transform is the dyadic
wavelet transform with the 9/7-tap Daubechies filters. It is cer-
tainly very advantageous from a rate-distortion viewpoint to be
able to adapt the transformation to the local signal characteristics.
Two representative research directions in this area are the adaptive
wavelet packet decomposition in the wavelet field [1] and DCT
decomposition of varying block sizes in the block transform field.
These transforms are particular instances of a larger class of filter
banks (FBs). [2], [3] characterize and outline properties of such
general case time-adaptive filter banks, with regard to image cod-
ing applications.

Recently a new signal decomposition framework was intro-
duced that can construct a large family of filter banks by adding
simple time-domain pre- and post-processing modules onto exist-
ing DCT-based infrastructure [4]. Viewing this framework glob-
ally as shown in Fig. 1 reveals its elegance. ChoosingV as

V = J C
IIT

M=2 S C
IV
M=2 J (1)

yields very cost-effective solutions for biorthogonal systems. Here
the symbolsCII

M andCIV
M denote, respectively, theM �M type-

II and type-IV DCT matrices.S is chosen asdiagfs; 1; : : : ; 1g
andJ is the anti-diagonal unity matrix.

Further, changing the size of the pre-processing matrixP con-
trols the amount of borrowing samples at the particular block bound-
ary, i.e. the length of the local basis functions. This is crucial
in applications that need a good trade-off between coding gain
and complexity. Thereby this framework lends itself perfectly to
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Fig. 1. Signal decomposition and representation with pre- and
post-filtering at DCT block boundaries.

the problem of designing adaptive time-varying signal decomposi-
tions. In this paper, we inspect different methods to produce adap-
tive basis functions and examine their perfect reconstruction (PR)
conditions based on the aforementioned framework. Further, we
introduce an adaptive image coder and compare results of differ-
ent adaptive strategies with their non-adaptive counterparts. The
goal of our system is to modify the number of borrowed samples at
each block boundary, or to alter the number of pre/post-processing
stages, or to vary the DCT block size-based on the local input sig-
nal statistics. Throughout this paper, anM -channel,L-tap filter
bank is denoted asM� L FB.

2. GENERAL ADAPTIVE DECOMPOSITION

The signal decomposition framework mentioned above is simply
the polyphase implementation of a maximally decimated M-channel
filter bank whose polyphase matrix is represented as

E(z) = C
II
M �̂(z) P (2)

where�̂(z)P can be interpreted as time-domain pre-processing
across block boundaries. Time variation with PR is realizable if
the matrixP remains invertible at all times. Therefore, the matrix
P can be varied along the time axis and can be expressed asP(n).
At time index n, the instantaneous polyphase matrixE(z; n) can
be expressed as

E(z; n) = C
II
M �̂(z) P(n): (3)

The synthesis polyphase matrix is simply the inverse ofE(z; n).

R(z; n) = P
�1

(n) �̂
�1

(z) C
IIT

M (4)
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Fig. 2. Adaptive time-varying signal decomposition. (a) Adaptive
borrowing, fixed DCT block size. (b) Adaptive DCT block size,
fixed borrowing.

A. Varying number of borrowing.

This scheme involves no restrictions on the amount of samples
we wish to borrow from neighboring blocks. Unequal numbers
of samples borrowed from each side of a block yields an instan-
taneous transitional filter bank with non-linear-phase basis func-
tions. We are more interested in maintaining PR than in maintain-
ing linear phase since the number of transitional FBs should be
rather limited. The adaptive-borrowing scheme is demonstrated in
Fig. 2(a) where the block size is fixed at 4 while the pre-filtering
operation can be chosen amongst: no filtering, borrowing 1 sam-
ple, or borrowing 2 samples. Here we are switching from a4� 8

to a4� 7 to a4� 6 to a4� 5 FB and possibly to a4-point DCT.
The polyphase matrix of this scheme is as given in (3). PR is guar-
anteed as allP matrices are chosen to be invertible. In general,
this scheme yields anM� (M+Na +Nb) FB, whereNa and
Nb denote the number of samples borrowed from the block above
and the block below respectively.

B. Varying block size.

Adaptivity can be obtained by employing variable block sizes.
We would prefer to have larger blocks for slower signal transitions
and smaller blocks for fast changing transient parts of the signal.
Such signal adaptive schemes have been used effectively in prac-
tice by the MPEG-4 audio coder. The variable block size scheme
is illustrated in Fig. 2(b). Here, we are switching from a4� 8 to
an8�12 to a6�10 FB. The polyphase matrix can be represented
as

E(z; n) = C
II
M(n) �̂(z) P: (5)

Again, PR is guaranteed by the invertibility ofCII
M(n) andP.

C. Varying number of stages.

Alternately, adding different numbers of stages of pre- and
post-processing adaptively results in another adaptive decompo-
sition scheme. Each added pre-processing stagePi works at the
boundaries of the previousPi�1. The instantaneous filter bank
generated is anM� (K(n)M+N) FB, whereK(n) is the num-
ber of pre-processing stages at timen andN is the total number

of samples borrowed in each pre-processing stage. This scheme is
illustrated in Fig. 3.
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Fig. 3. Pre- and post-filtering with adaptive number of stages

The analysis polyphase matrix can be constructed modularly as

E(z; n) = C
II
M

K(n)Y

i=1

[ �̂(z) Pi(n) ]: (6)

PR is guaranteed by choosing allPi(n) to be invertible.
A generalized adaptive scheme can be designed as a combi-

nation of the above-mentioned methods. The polyphase of this
general framework will then take the form

E(z; n) = C
II
M(n)

K(n)Y

i=1

[ �̂(z) Pi(n) ]: (7)

In the remaining sections, the adaptive-borrowing case will be our
main focus. We shall study the corresponding FB characteristics
and evaluate coding results.

3. TRANSITION FILTERS

Transition filters are time-varying filters used in changing from one
type of time-invariant filter bank to another. A lot of research has
been done on the design of optimal transition filters [5], [6] and
this section briefly describes the characteristics of the transition
filters used in our framework.

As shown in Fig. 2(a), we encounter the transition4 � 7 FB
when moving from a4�8 to a4�6 FB. A transition within a sin-
gle stage of preprocessing affects two neighboring blocks. That is,
for a transition in theKth stage a total ofK+1 blocks are involved.
Table 1 shows the transition coding gains with various amounts of
borrowing from the blocks above and below. Note that borrow-
ing Na samples from the block above andNb samples from the
block below or borrowingNb samples from the block above and
Na samples from the block below gives us equivalent (up to a time-
flip) transition filters. These coding gains are encouraging and lead
us to design a practical image coder. The analysis/synthesis time
and frequency responses for two cases of transition are shown in
Fig. 4. As can be seen from the time and frequency responses of
the filters involved, there is a nonlinear phase. Linear phase can
only be guaranteed for the adaptive block size scheme outlined in
section 2-B as there we have equal borrowing from both sides of
the involved block and we can use

N � min(Mi)=2 (8)

whereN is the total number of borrowed samples from each side
of a block andMi is the set of permissible block sizes.
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Fig. 4. From left to right: analysis frequency responses, analysis time responses, synthesis time responses, and synthesis frequency
responses. From top to bottom:8 � 12 transition FB via no filtering above and4-point pre/post-filtering below;8 � 15 transition FB via
3-point pre/post-filtering above and4-point pre/post-filtering below.

Table 1. Coding gains for various transition FBs
Na Nb Coding gain
0 0 8.83
0 1 8.94
0 2 9.05
0 3 9.12
0 4 9.16
1 1 9.06
1 2 9.18
1 3 9.24
1 4 9.28
2 2 9.05
2 3 9.37
2 4 9.41
3 3 9.45
3 4 9.49
4 4 9.55

4. ADAPTIVE IMAGE CODER

An adaptive image codec based on JPEG is implemented to verify
the performance of the proposed adaptive pre/post-filtering scheme.
Here the transform is fixed to be an8-point DCT and we add
adaptive pre- and post-processing modules between each block
boundary. The free-parameter matrixV is always chosen as in
(1); however, its size varies depending on several different criteria
discussed below.

MSE BASED: This criterion is based on the intuition that the lower
the energy of the signal fed to the DCT; the higher would be its
compression ratio.

OVER/UNDERFLOW BASED: Pre-processing can increase the dy-
namic range of the input signal samples fed to the DCT. This crite-
rion regards coefficients above/below the conventional DCT range
[0-255] as inapt and chooses an alternate filter bank. Experiments
reveal that over/underflow occurs at edges and a simple edge de-
tector would suffice as a good alternative.

NUMBER OF DCT ZERO COEFFICIENTS: This is a more robust
scheme that computes the DCT of the pre-processed samples, quan-
tizes them and chooses the pre-filter that yields the maximum num-
ber of zero coefficients. This is based on the intuition that the
greater the number of quantized zeros, the more efficient the fol-
lowing entropy coding algorithm.

Fig. 5. Block selection for Lena (35:1): White indicates selected
block. From left to right:8-point DCT,8 � 10 FB, 8 � 12 FB,
8� 14 FB, 8� 16 FB.

Our implementation is based on the conventional separable
method used in image coders. Optimal filter banks are sought pro-
gressively by traversing the blocks in a left-right, top-down man-
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Fig. 6. PSNR Curves: From left to right: Lena, Barbara and Boat using Over/Underflow, DCT zeros and MSE criterion respectively.

ner. Each block is tested with the permissible set of filter banks
and the filter bank satisfying the predetermined criterion is selected
for pre-processing. If we have more than one filter bank satisfy-
ing the criterion we select the filter bank with the least borrowing,
leading to a less complex encoder. Fig. 5 shows masks denot-
ing the different selected filters for the different8 � 8 blocks of
Lena. Here, we have implemented the over/underflow criterion.
From left to right of the figure the corresponding blocks choose
0,1,2,3,4-sample borrowing from each side. As expected we see a
maximum sample borrowing in smoother regions and no borrow-
ing along edges. Other criteria yield similar block selection masks.

The PSNR curves for these schemes in comparison to non-
adaptive image coding results are plotted in Fig. 6. Each criterion
gives us similar curves with an average PSNR improvement of 1.4
dB. The pre-processed samples are truncated to fit the 8-bit range,
making them compliant with the baseline JPEG encoder. Despite
this disadvantage we see tremendous coding gain. One drawback
of the adaptive scheme is the overhead generated in communicat-
ing the instantaneous filter bank being used to the decoder. As the
instantaneous filter bank is chosen from a well defined set, known
both to the decoder and encoder, it would suffice to encode a corre-
sponding index of the selected filter bank. The resulting overhead
can be kept manageable with a well-chosen set of filter banks and
by applying some run-length coding on the resulting set of cho-
sen indices. The overhead for our test images was approximately
0.012 bpp.

5. CONCLUSION

We have presented a general PR signal decomposition framework
based on adaptive time-varying pre- and post-filtering for block
DCT-based systems. The framework has the advantage of being a
modular structure that allows FBs of varying-length filters while
maintaining a fast, efficient, and elegant block-based implemen-
tation. We also demonstrate the proposed adaptive framework’s
effectiveness in a simple image coding experiment.
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