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• High dimensional data with a specific semantic pattern (class 

or category) usually lies in submanifold or a linear subspace  

• Complex high dimension data with multiple classes can be 

modeled by a union of low dimension subspaces 

Latent Structures in High-Dimensional Data 

(a) manifold (embedded in R3) Union of Subspaces(b) linear subspace



• Given a set of data points lying (approximately) in a union of 
subspaces, our goal is to segment data points into each subspace

➢ A subspace corresponds to a pattern (or cluster) in data set
✓ e.g. an object, an individual, a digit, a type of area, a cancer subtype

• Applications: 
➢ e.g. face clustering, cancer subtype discovery, etc.

…
Problem Statement: Subspace Clustering
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• Step 1: Perform Self-Expressive Model to get

self-expressive coefficients

• Step 2: Apply Spectral Clustering to the 

induced affinity matrix

[1] R. Vidal. Subspace clustering. IEEE Signal Processing Magazine, 28(3):52–68, March 2011.
[2] C.-G. Li, C. You, & R. Vidal, “Structured Sparse Subspace Clustering: A Joint Affinity Learning and Subspace Clustering Framework”, IEEE Transactions on Image Processing, 2017.

Self-Expressive Model based Methods

Self-Expressive 

Model 

Spectral 

Clustering



• Self-Expressive Model
➢ Represent a data point 𝑥𝑗 as a linear combination of other points

➢ Subspace Preserving Property: nonzero coefficients correspond only to 
data points in the same subspace as 𝒙𝑗

(a) subspace-preserving (b) not subspace preserving

Subspace Preserving Property

[1] E. Elhamifar & R. Vidal: "Sparse subspace clustering", CVPR 2009.  [2] E. Elhamifar & R. Vidal: "Sparse subspace clustering: Algorithm, theory, and applications", IEEE TPAMI 2013.

✓ 𝑟(𝒄)：e.g.  𝒄 1 in SSC, 𝒄 2
2 in 

LSR,  𝑪 ∗ in LRR / LRSC ,

𝒄 1 + 𝒄 2
2 in EnSC



• Self-Expressive Model

➢ For data point 𝒙𝑗 , we solve for the self-expressive coefficients from the 

optimization problem as follows:

◼ Cannot handle large-scale dataset due to solving problem of 𝑂 𝑁2 variables!

• Scalable Subspace Clustering

Scalability Issue in Self-Expressive Model

=

➢ Dictionary based methods (e.g., SSSC, 

OLRSC, ESC, RPCM): 
◼ Scarify performance when dictionary 

is small but suffer from a quadratic 

complexity with dictionary size

➢ Decomposition based methods: greedy method 

(e.g., SSCOMP), active support (e.g., EnSC), dropout 

(e.g., S3COMP)
◼ Still have 𝑶 𝑵𝟐 time and                          

memory requirement
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• Reparametrize Self-Expressive Model
➢ For data point 𝒙𝑗 in a linear subspace, we have:

➢ (Subspace-Preserving Property)：desire that 𝑓(𝒙𝑖, 𝒙𝑗 ; Θ) yields nonzero 
outputs only correspond to data points in the same subspace as 𝒙𝑗

Reparametrize Self-Expressive Coefficients 

EnSC (You et al. CVPR16)

Reparameterization



• We use a query-key network with learnable soft thresholding 
activation function to implement 𝒇(𝒙𝒊, 𝒙𝒋; 𝚯)

➢

Self-Expressive Network (SENet) 

𝒙𝑗

𝒙𝑖

Query-Net 𝒖𝑗

Key-Net 𝒗𝒊

𝒖𝑗
𝑇𝒗𝒊



• Naïve SGD and Two-pass SGD: 
➢ Naïve SGD: For data point 𝒙𝑗 and data matrix 𝑋, we have:

where                                 and compute gradients as follows:

where

➢ Two-pass SGD: gradient is a weighted sum and accumulated               
in an online fashion (constant space requirement)

SGD based Training Algorithms  
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• Three Self-Attention Models

➢ Scaled Dot-Product Attention

➢ Non-Local Neural Networks:

➢ GAT (Graph Attention Networks)：

Connections to Attention Models 

Non-Local NNs (Wang et al. CVPR’18) 

GAT (Velickovic et al. ICLR'18)

Dot-Product Att. (Vasvani et al. NerIPS’17) 
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• Synthetic Data: Generate 5 subspaces of dimension 6 in 𝑅15, and sample 
500 points as training data and 500 points as test data  

Experiments on Synthetic Data

➢ Left: show the evaluated self-expressive coefficient matrix |𝐶train
(𝑡)

| of SENet at the 𝑡-th iteration

➢ Right: show the inferred self-expressive coefficients matrix |𝐶test
(𝑡)

| on test data 

• SRE (%): Subspace Recovery Error



• Synthetic Data: Generate 5 subspaces of dimension 6 in 𝑅9, and sample 𝑁𝑖

points per subspace as training data

Experiments on Synthetic Data

➢ SENet is able to well 

approach the global 

solution of EnSC



Experiments on Real World Data: Time Costs



• Comparison to state of the art

Experiments on Real World Data
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• We proposed to learn a Self-Expressive 

Network for subspace clustering

➢ Proposed a query-key network with a 

learnable soft thresholding activation to 

reparametrize self-expressive coefficients

➢ Proposed SGD based algorithms to train 

SENet with reconstruction loss and elastic net 

regularization

➢ Conducted extensive experiments to validate 

the generalization ability to out-of-sample 

data and the potential ability to handle 

subspace clustering on large-scale data

Summary: Take Home Messages

𝒙𝑗

𝒙𝑖

Query-Net 𝒖𝑗

Key-Net 𝒗𝒊

𝒖𝑗
𝑇𝒗𝒊
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