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Benefit of Depth
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How to Train a Deep Network?
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Contribution: Isometric Learning
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Isometry in Multi-Layer Neural Networks



Isometric Network (ISONet)

Orthogonal Convolution
• Initialization: Identity (therefore, orthogonal)

• During training: Orthogonal Regularization
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Isometry in Convolution



A Common Misnomer



Main Result



Enforcing Orthogonality



Fast Implementation



Isometric Network (ISONet)

Orthogonal Convolution
• Initialization: Identity (therefore, orthogonal)

• During training: Orthogonal Regularization
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Enforcing Orthogonality in Nonlinear Layers

Nonlinearity Output

Purely isometric; 
No nonlinearity

Not isometric
Strongly nonlinear

Closely isometric; 
Weakly nonlinear

Input



ISONet: Training Deep Vanilla Net on ImageNet?
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Depth 18 Depth 34 Depth 50 Depth 101

ResNet 69.67 73.29 76.60 77.37

Vanilla 65.67 63.09 N/A N/A

Vanilla+Shortcut 65.66 N/A N/A N/A

Vanilla+BN 68.98 69.43 70.00 N/A

ISONet 67.94 70.45 70.73 70.38

ImageNet Top-1 Accuracy 



ISONet: Necessity of Isometric Components
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ResNet as Isometric Learning?



Residual ISONet (R-ISONet)
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A Remark about BatchNorm



R-ISONet

depth 18 depth 34 depth 50 depth 101

ResNet 69.67 73.29 76.60 77.37

ResNet+Dropout 68.91 73.35 76.40 77.99

Vanilla+Shortcut 65.66 N/A N/A N/A

Fixup* 68.63 71.28 72.40 73.18

Fixup+Mixup* 67.37 72.56 76.00 76.17

R-ISONet 69.06 72.17 74.20 75.44

R-ISONet+Dropout 69.17 73.43 76.18 77.08

ImageNet Top-1 Accuracy 

* re-train from the released code for 100 epochs



R-ISONet: Better Transfer Ability



Finally, Evolution of Network Architectures
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Nonlinear Activation



Weight Initialization / Regularization



Residual Learning
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Finally, Evolution of Network Architectures

Convolution

Nonlinear

Residual
• Initialization [Glorot’10, He’15, Poole’16, 

Schoenholz’16, Pennington’18, Xiao’18]

• Regularization [Arjovsky’16, Jia’17, Cisse’17, 
Bansal’17, Brock’18, Zhang’19, Huang’20]

Many variances [He’16, Szegedy’16, 
Goyal’17, Zagoruyko’17, Taki’17, 
Zhang’19, Bachlechner’20]

Isometry
(energy preserving)

[Mass’13, He’15, Clevert’15, Klambauer’17, Ramachandran’17, Singh’19]



Open Problems: Theory



Open Problems: Method


