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(c) Applications 

  

 High dimensional visual data with a specific semantic pattern can be modeled 

by a linear subspace. Complex high dimensional data with multiple patterns 

can be well modeled as a union of subspaces 

 

 

 

 

 
 

 

 
 

 Subspace Clustering: segment data points into each subspace  

 

 Self-Expressiveness based subspace clustering 

 

 

 

 

 
 Step1: Perform Self-Expressive Model to find self-expressive coefficients  

                 which are used to build an affinity matrix min𝑐𝑖𝑗 𝛾2 ‖𝑥𝑗 − 𝑐𝑖𝑗𝑥𝑖‖22𝑖≠𝑗 + 𝑟(𝑐𝑖𝑗)𝑖≠𝑗  

 

 Imposing proper regularization term 𝑟 𝑐𝑖𝑗 :  

• subspace preserving property 

 

 Indue an affinity matrix 𝐴 via：  

•  𝑎𝑖𝑗 = 𝑐𝑖𝑗 + 𝑐𝑗𝑖  or symmetrized 3-nereast neighbor graph 

 

 Step2: Apply Spectral Clustering  

 

 Drawbacks of Previous Methods 
 Scalability issue: 𝑂 𝑁2  variables to solve, time consuming on large-scale datasets 

 Prior work: Dictionary based methods: use a small dictionary (e.g. SSSC, OLRSC, 

ESC); Decomposition based methods: greedy (e.g. SSC-OMP), active support (e.g. 

EnSC), dropout (e.g. S3COMP)  

 

 Generalization: Previous methods lack of the ability to handle out-of-sample data  
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  Introduction Our Proposal Experiments   

(b) Union of Subspaces 

Self-Expressive 

Model  

Spectral 

Clustering 

(b) not subspace preserving 

(a) subspace preserving 

𝑟 𝑐𝑖𝑗 =  

‖𝑐𝑖𝑗 1 ‖𝑐𝑖𝑗 22 ‖𝑐𝑖𝑗 1 + ‖𝑐𝑖𝑗 22 

 Basic idea: Reparametrize Self-Expressive Model into Self-Expressive 

Network (SENet) 
                     

                      min𝑐𝑖𝑗 𝛾2 𝒙𝑗 − 𝑐𝑖𝑗𝒙𝑖‖22𝑖≠𝑗 + 𝑟 𝑐𝑖𝑗𝑖≠𝑗 , where 𝑟 𝑐𝑖𝑗 = 𝜆 𝑐𝑖𝑗| + 1−𝜆2 𝑐𝑖𝑗2     
 

 

                                 minΘ 𝛾2 ‖𝒙𝑗 − 𝑓(𝒙𝑖, 𝒙𝑗; Θ)𝒙𝑖‖22𝑖≠𝑗 +  𝑟 𝑓(𝒙𝑖, 𝒙𝑗; Θ)𝑖≠𝑗  

 

Network Instantiation —— Query-Key Structure 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Training Algorithm 

 Naïve SGD  

 

 

 

 

 

 Two-pass SGD 

 

 

 

 

 

 

 

 

 

 

 

 

 

𝒙𝑗 

𝒙𝑖 

Query-Net 𝒖𝑗 

Key-Net 𝒗𝒊 𝒖𝑗𝑇𝒗𝒊 
 𝑓 𝒙𝑖, 𝒙𝒋; Θ ≔ 𝒯𝑏 𝒖𝑗𝑇𝒗𝑖 ∈ ℝ 𝒖𝑗 ≔ 𝒖 𝒙𝑗; Θ𝑢 ∈ ℝ𝑝 𝒗𝑖 ≔ 𝒗 𝒙𝑖; Θ𝑣 ∈ ℝ𝑝 𝒯𝑏 ⋅ ≔ 𝑠𝑔𝑛 ⋅ max {0, | ⋅ | − 𝑏} 
 

 Experiments on Synthetic Datasets 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Experiments on Real-World Datasets 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

 Code link:  https://github.com/zhangsz1998/Self-Expressive-Network 
 

 SENet can well approximate the global 

solution of EnSC and can generalize to 

out-of-sample data. 

𝒙𝑗 𝑋 

𝒖𝑗 
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𝒄𝑗 ℒ 

Back-prop 

Back-prop 

(a) Naïve SGD   

 

（b) Two-pass SGD   

 Requires to load the 

entire dataset into GPU 

memory, O(N) memory 

complexity! 

 Requires to load a 

batch of dataset into 

GPU memory and 

accumulate gradient in 

an on-line fashion, O(1) 

memory complexity! 

 

• First pass is to compute residual 𝒒𝑗 in an on-line fashion. Second pass is for gradients accumulation.  

• 𝑚 = 𝑋𝑋 𝑏 , 𝑋  is the number of data points within dataset 𝑋.  

𝒙𝑗 𝑋(𝑏)
 

𝑢𝑗 
Query Net 

Key Net 𝑉(𝑏) 
𝒄𝑗 ℒ 

Back-prop 

Back-prop Second Pass 

𝒒𝑗 𝒙𝑗 𝑋(𝑏)
 

𝑢𝑗 
Query Net 

Key Net 𝑉(𝑏) 
𝒄𝑗 

× 𝑚 times First Pass 

No Gradients 

× 𝑚 times 

(EnSC, You et al. CVPR’16) 

(a) Linear Subspace 

SENet： learn coefficients 𝑐𝑖𝑗 via 

a neural network 𝑓(𝒙𝑖 , 𝒙𝑗) 

Gradients calculation: 

where residual 

 SENet can effectively handle large scale datasets with 60k (CIFAR-

10), 70k (MNIST & Fashion-MNIST) and ~190k (EMNIST) images 
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