
Robust Recovery via the Implicit Bias of Discrepant 
Learning Rates for Double Over-parameterization

Introduction

• Background: Image recovery via deep image prior (DIP) [1]
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Deep neural networks are highly over-parameterized

• Over-parameterization in DIP:

Challenge
Over-parameterization causes overfitting

Contribution
Over-parameterization WITHOUT overfitting!
• Model: Double over-parameterization of 

both the image and the corruption
• Algorithm: Discrepant learning rates for 

different model parameters
• Theory: Correctness for low-rank recovery

Learning curve for DIP

No need to terminate early
No need to tune network width
No need to finetune parameters

Model: Double Over-Parameterization (DOP)

•
•

Algorithm: Discrepant Learning Rates

•

•

Theory: Insights from Low-rank Modeling

•

Failure of classical robust loss methods for 
modern over-parameterized models!

•

Experiments
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• For DIP, best termination varies for different images and corruption levels
• For Ours, no need to terminate and no need to tune any parameters  
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